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• The Optimism in the Face of Uncertainty (OFU) Principle.

• Heuristic methods that attempt to mimic UCB in deep RL:
1. Psuedo-count based reward bonus: distribution estimation,

hashmap-based counts
2. Uncertainty estimation-based reward bonus: RND
3. Direct exploration: Go-Explore

Recap: Exploration in online RL



Chapter 9: Offline RL
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• Given a dataset of transition 𝐷 = 𝑠!, 𝑎!, 𝑠!", 𝑟! !#$:&.
• Find the “best possible” policy 𝜋'.

Offline RL -- No online Exploration
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Why offline RL?

1. Online RL sucks at the moment: very bad data efficiency in practice.
Some people just gave up.

Human Pro Player:

~ 50,000 games 

AlphaZero:

 44,000,000 games 



Why offline RL?

2. The success story in supervised learning: big data + big model.
Maybe we can replicate that success in RL.



Why offline RL?

3. In many applications, offline data are abundant, while online
experimentation is risky and maybe even illegal.
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• Given a dataset of transition 𝐷 = 𝑠!, 𝑎!, 𝑠!", 𝑟! !#$:&.
• Find the “best possible” policy 𝜋'.

• What’s the difficulty?

Offline RL -- No online Exploration
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1. The Distribution Shift problem in Offline RL

Offline data



2. Unable to verify the quality of a policy

Offline data



3. Demonstration can be suboptimal

Why can it still work? “Stitching” partially good trajectories.



Warmup: Offline RL with full data coverage

• Setting:



Warmup: Offline RL with full data coverage

• Recall the Bellman Operator:



Warmup: Offline RL with full data coverage

• Assumptions:



The Fitted Q Iteration algorithm (FQI)



Theoretical Guarantee



A proof sketch



Deep RL Implementation

• Exactly same as DQN, except no more collection of new experience!

• Does it work in practice?













Adapting Online RL algorithms to Offline

• Any off-policy RL algorithm (using replay buffer) can be adapted to
the offline RL setting.

• Ironically, they don’t work well for offline RL for the same reason they
don’t work well in online exploration!

• We will continue next time.


