
Chapter 10: Multi-agent RL
(Continued)



Reminder: Course Project due next Tuesday



Stochastic/Markov Games



Planning in Markov Games

NE for Normal-form Game



Today: Online Learning in Unknown MGs

How do we explore in an unknown Markov 
Game to learn an 𝜖-Nash strategy? 



Online Learning in Unknown MGs



Recall UCBVI for Single-agent RL

Optimism

🤔How do we achieve optimism in Two-Player Zero-sum MG?



How do we modify Nash-VI?



Optimistic Nash-VI

Reward bonus:

𝜷 = 𝑶 𝟏
𝑵𝒌 𝒔,𝒂,𝒃

CCE instead of NE



Coarse Correlated Equilibria

• Coarse Correlated Equilibria (CCE): A joint policy 𝝅: 𝑺 → 𝑨×𝑩 is a CCE if
max
$%:'→)

𝑉$%,$!" ≤ 𝑉$ and max
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𝑉$!#,$% ≥ 𝑉$

• CCE v.s. NE:
• CCE allows correlated polices, e.g. traffic light.

• CCE is efficiently computable for general-sum games, while NE isn’t.



Theoretical Guarantee of Nash-VI



Drawbacks of Nash-VI

• Centralized learning: Requires keeping track of 𝑄(𝑠, 𝑎, 𝑏).

• The algorithm can be generalized to the multi-agent setting:

• Nash-VI finds an 𝝐-CCE with 𝑶 𝐩𝐨𝐥𝐲 𝑺∏𝒊-𝟏
𝒏 𝑨𝒊  sample and computational 

complexity.

• “The Curse of Multi-agent”: ∏𝒊-𝟏
𝒏 𝑨𝒊 scaling



The Curse of Multi-agent

• Can we avoid the 𝑂(𝐴𝐵) scaling?

• Observation: Nash-VI requires estimating the Q function with 𝑆𝐴𝐵 entries, 
naturally resulting in the scaling with 𝑂(𝑆𝐴𝐵).



The Curse of Multi-agent

• But why can we avoid trying each (𝑠, 𝑎, 𝑏) tuple at least once?



Simpler Setting: Normal-form Game

Unfortunately, cannot run no-regret algorithm in MGs (recall from last lecture).



V-Learning



Theoretical Guarantee



Readily Generalize to Multi-agent MGs



Summary of Algorithms



Lots of Future Work to be done

• Behavior of Decentralized Algorithms.

• Policy Gradient for Markov Games?

• Scalable algorithms? (closing theory-practice gap)

• Imperfect Information Markov Games.


