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Summary so far Actor-critic
A2C

Online RL

Model-based

Policy-based

MPC | d Reinforce
Dreamer Value-base
MuZero DQN PG
TRPO

PPO




Chapter 6: Imitation
Learning



mitation is at the heart of human/animal




mitation is at the heart of human/animal
earning




What is imitation learning?

(i' *)1:N

Goal: find f such that

(D ~ 4
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Examples of Imitation Learning

SF  Can you write out an Adobe After Effects expression to make a shape layer wiggle when a
null object is within 50 pixels of the shape's anchor point.
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Why do imitation learning

1. There are expert data available, why not make use of it? e.g. LLM.

2. It's hard to define a for the desired behavior, give
me a e.g. autonomous driving.




How to perform imitation learning?

( i' *)1:M~7T*

Goal: find f such that

(D ~ 4
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Approach 1: Behavior Cloning (BC)

) *)1:M

Given a data set of (X, Y) pairs, predict Y as a function of X.

M
This is exactly supervised learning: 7 = arg min Z 4 (ﬂ,S*,a*)
nell
i=1

* Classification (finite discrete actions)
Negative log-likelihood (NLL): Z(x, s,a*) = — Inz(a™|s*)

* Regression (continuous actions)
Square loss: £(x, s,a*) = ||a(s) — a*||3



Approach 1: Behavior Cloning (BC)

How well does this work?

Let’s assume supervised learning succeeded:

Esd « |T(s) # 7(s)] < e~ O(+4/1/N)

Theorem [BC Performance] With probability a

Quadratic error amplification
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ast 1 — &, BC returns a policy 7:
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Approach 1: Behavior Cloning (BC)
SLguarantee: B, q , [7(s) # 7*(s)] < e~ O(y/1/N)
Theorem [BC Performance] With probability at least 1 — &, BC returns a policy 7:

*

VT —VE <

1—p2
Proof: Performance Difference Lemma: (1 — y)(f(n) — f(n')) = Eg gqm [A”’ (s, a)]

(1 - y)(V* —V? ) = E, A% (s, 7%(5))

= E,_ A% (s, 7*(s)) — E,_4A% (s, 7(s))

2
< By y1 {Z(s) # *(s)}
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The Distribution Shift problem in BC

* Let’s see an example
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The Distribution Shift problem in BC

Expert trajectory

Learned Policy
p—
> s re - ........
No data on /
how to recover ("-.,‘I

* This is fundamental to offline RL/IL.



How to prevent it?

. expert demonstrations from all possible starting
states.
Expert trajectory

Learned Policy
—
>< ey ~@B-...
No data on /
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Analysis

SL guarantee: Vp, E,p[7t(s) # 7*(s)] < e = O(y/1/N)
Theorem [BC Performance] With probability at least 1 — &, BC returns a policy 7:
yr v <2 .
(1 —y)?
Proof: Performance Difference Lemma: (1 — y)(f (1) — f(1")) = Egq-qr [A”’ (s,a)]
(1 =p(V* = VF) = E,_gwdP (s, 7%(5) (1= ) (V5= V) = —E, e A™ (5, 7(5))

< —max A™ (s,a)E, g+ 1{7(s) # 7*(s)}

= |Es~dn*A7?(S, 7*(s)) — [Es~dn*Aﬁ(S’ 7(5)) < emax|A” (s,a)
2 )
11—y
2
<
1—y

< IEs~d”*

1{7(s) # n*(5) }
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